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ABSTRACT 
Three dimensional quantitative structure activity relationship (3D QSAR) analysis using k nearest 
neighbor molecular field analysis (kNN MFA) method was performed on a series of Triazepane 
derivatives as dipeptidyl peptidase IV (DPP IV) inhibitors using molecular design suite (VLifeMDS). 
This study was performed with 22 compounds (data set) using sphere exclusion (SE) algorithm method 
for the division of the data set into training and test set. KNN-MFA methodology with stepwise (SW), 
simulated annealing (SA) and genetic algorithm (GA) was used for building the QSAR models. The 
predictive models were generated with SW-kNN MFA. The most significant model is having internal 
predictivity 72.62% (q2 = 0.7262) and external predictivity 47.06 % (pred_r2 = 0.4706).  
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INTROUCTION 
 
DPP-4 preferentially cleaves incretin hormones, GLP-1 and GIP peptides with the amino acid alanine 

or proline in position 2 of the N-terminus of the peptide chain. Active GLP-1(7–36) amide was cleaved 

by DPP-4 to yield a dipeptide (His-Ala) and GLP-1(9–36)amide.1-3 DPP-4 is also present on the cell 

membrane of activated T lymphocytes as CD264; however, there is no evidence found which shows 

that the catalytic activity of the enzyme is important in immune function. In clinical studies with DPP-

4 inhibitors, no serious side effects or adverse events on immunological regulatory mechanisms have 

been observed.5 Recently, 2-year safety data on sitagliptin from pooled clinical trials have been 

published.6 Alogliptin and saxagliptin are currently under review for approval, and other DPP-4 

inhibitors are in development.7-10 Prevention of inactivation of glucagon-like peptide-1 (GLP-1) by 

inhibition of the enzyme dipeptidyl peptidase-4 (DPP-4) is a strategy that is currently being developed 

as a novel treatment for type 2 diabetes.11-13 DPP-4 inhibition has thereby been demonstrated to be 

anti-diabetic both in animal models of diabetes14-15and in patients with type 2 diabetes.16-17  

 

MATERIAL AND METHOD 
Data Set: 

Study data set of Triazepane derivatives (22 molecules)18 has been taken from the literature for QSAR 

studies reported in table 1. The reported IC50 values (nM), have been changed to the logarithmic scale 

[pIC50 (moles)], for QSAR study. 
Table 1: General structure of the compounds of cyanopyrrolidine derivatives and their biological activities  

(data set of 22 molecules) 

                                     

N
N N

NH2 O

F
F

F Rb
Ra    

N

N
N

NH2 O

F
F

F Ra

Rb  

                                                             7-13p                                                  17a-17e 

S. No.  Compound  Ra Rb IC50 (nM)  log(1/IC50) 
1 7 H H 9800 5 

2 13a H 
O

O

 

859 
6.06 

3 13b O

 O
O

 

578 
6.23 

4 13c O

 
O

O

 

1200 
5.92 



            Patil Swaraj et al. IJRPS 2011,1(3), 170-179 

IJRPS 1(3) OCT-DEC 2011 Page 172 
 

5 13d H 
N

N

 

2500 5.6 

6 13e H OMe

O  

2900 
5.53 

7 13f H 
CF3

O

 

681 6.16 

8 13g H 
S
O

O

 

609 
6.21 

9 13h O

 S
O

O

 

1800 
5.74 

10 13i 
N

OO

 
S
O

O

 

700 
6.15 

11 13j N

O
SO

 

S
O

O

 

401 
6.39 

12 13k 

S
N

NS
O

 

S
O

O

 

591 

6.22 

13 13l 

S

N

N

S
O

 

S
O

O

 

151 

6.82 

14 13m H 

OMe

O

O

 

439 

6.35 

15 13n H 

OH

O

O

 

216 

6.66 

16 13o O

 
OMe

O

O

 

213 

6.67 

17 13p O

 
OH

O

O

 

98 

7 

18 17a H H 4500 5.34 

19 17b O

 
H 3300 5.48 

20 17c O

 
O

 
1600 5.79 

21 17d O

 

N

O

 

660 

6.18 

22 17e 
O O

 

853 6.06 

 



            Patil Swaraj et al. IJRPS 2011,1(3), 170-179 

IJRPS 1(3) OCT-DEC 2011 Page 173 
 

Molecular Modeling Study: 

Molecular modeling and kNN-MFA study was performed on HP computer having genuine Intel 

Pentium Dual Core Processor and Windows XP operating system using the software Molecular Design 

Suite (MDS).19 The selected dataset were aligned by using template based alignment method. The 

alignment of all the molecules on the template is shown in figure 1.  
 

     
                                   a                                                                                                 b 

Figure 1: The alignment of all the molecules (a) on the template (b) 

 

Descriptor calculation: 

Once the molecules are aligned, a molecular field is computed on a grid of points in space around the 

molecule. This field provides a description of how each molecule will tend to bind in the active site. 

Descriptors representing the steric and electrostatic interaction energies were computed at the lattice 

points of the grid using a methyl probe of charge +1. 

 

Data selection: 

In order to evaluate the QSAR model externally, data set was divided into training and test set using 

sphere exclusion methods. Training set is used to develop the QSAR model for which biological 

activity data are known. Test set is used to challenge the QSAR model developed based on the training 

set to assess the predictive effectiveness of the model which is not included in model generation. 

Sphere exclusion algorithm was used for creation of training and test sets. Sphere exclusion 

algorithm20 allows constructing training sets covering all descriptor space areas occupied by 

representative points. The higher the dissimilarity level, the smaller the training set is and the larger the 

test set is and vice versa. It is expected that the predictive ability of QSAR models generally decrease 

when the dissimilarity level increases. Once the training and test sets are generated, kNN methodology 
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is applied to descriptors generated over grid. Random selection method was also used to construct and 

validate the QSAR models, both internally and externally.  

 

Model Building: 

Models were generated by k nearest neighbor molecular field analysis (kNN-MFA) in conjunction 

with stepwise (SW) forward-backward, simulated annealing (SA) and genetic algorithm (GA) variable 

selection methods with pIC50 activity field as dependent variable and descriptors as independent 

variable21-23 is shown in table 2. 

 

Table 2: Result of kNN-MFA study using sphere exclusion selection method 
 

S. 
No 

Dissimilari
ty value 

Test set SW-kNN MFA GA-kNN MFA SA-kNN MFA 

q2 Predr2 q2 Predr2 q2 Predr2 
1 8 07, 13e 0.6462** 0.0692 0.1866 -0.3288 0.5778* 0.1025 
2 9.5 07, 13e, 17a, 

17d 
0.5567* -0.8225 0.0649 0.2269 0.7262** 0.3889 

3 10 07, 13e, 13g, 
17a, 17d 

0.5610* -0.8376 0.1871 0.2697 0.6801* 0.0790 

4 11 07, 13d, 13e, 
13g, 17a, 17c 

0.6134** 0.1608 0.1613 0.0566 0.54218 0.3882 

5 12 07, 13d, 13e, 
13g, 13h, 17a, 

17c 

0.4268* -0.2885 0.1738 -0.2529 0.4535* 0.4706 

6 13 07, 13d, 13e, 
13g, 13h, 13o, 

17a, 17c 

0.6225** -0.0264 -0.0214 0.3174 0.5404* 0.1845 

7 14 07,13c, 13d, 
13e, 13g, 13h, 
13m, 13o, 17a, 

17c, 17d 

0.4075* 0.3369 0.1396 -0.0793 0.5298* 0.1372 

 

RESULTS AND DISCUSSION 
Different training and test set of Triazepane derivatives were constructed using sphere exclusion 

(dissimilarity level 8 to 14) table 2. Training and test set were selected if they follow the Unicolumn 

statistics table 3, i.e., maximum of the test is less than maximum of training set and minimum of the 

test set is greater than of training set, which is prerequisite for further QSAR analysis shown in table 3. 

This result shows that the test is interpolative i.e., derived from the min-max range of training set. 
Table 3: Uni-Column Statistics for training and test set activity 

Column Name Average Max Min Std Dev Sum 
Training set 6.1515 7.0000 5.3400 0.4347 123.0300 
Test set 5.2650 5.5300 5.5000 0.3748 10.5300 
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The mean and standard deviation of the training and test set provides insight to the relative difference 

of mean and point density distribution of the two sets. k-Nearest neighbor molecular field analysis 

(kNN-MFA) was applied using stepwise (SW), simulated annealing (SA) and genetic algorithm (GA) 

approaches for building QSAR models. Results of models developed by SW-kNN MFA, SA-kNN 

MFA and GA-kNN MFA using sphere exclusion methods shown in table 2. Actual and predicted 

biological activity for Training set and test set shown in table 4. 
Table 4: Actual and predicted biological activity for Training set and test set 

 
S. No Compound 

 
Actual 

 
Predicted 

SW-KNN MFA GA-KNN MFA SA-KNN MFA 

1 7 5 6.07879 6.34846 6.19859 

2 13a 6.06 
6.08685 5.72722 6.10035 

3 13b 6.23 
6.30462 5.98357 5.99974 

4 13c 5.92 
6.25996 5.94893 6.14712 

5 13d 5.6 
5.67846 6.2742 6.17654 

6 13e 5.53 
6.18572 6.20594 5.84641 

7 13f 6.16 
5.83671 5.95157 5.98355 

8 13g 6.21 
5.96937 5.92507 5.88406 

9 13h 5.74 
5.69213 6.07997 5.44758 

10 13i 6.15 
6.1702 5.97746 6.11917 

11 13j 6.39 
6.13252 6.26975 6.675 

12 13k 6.22 
6.51683 6.7129 6.07569 

13 13l 6.82 
6.36413 6.22931 6.85883 

14 13m 6.35 
6.41438 6.47012 6.66 

15 13n 6.66 
6.33204 6.42097 6.35 

16 13o 6.67 
6.34148 6.59236 6.5475 

17 13p 7 
6.66987 6.32681 6.57559 

18 17a 5.34 
5.65119 5.98502 5.54966 

19 17b 5.48 
5.61762 5.84155 5.38749 

20 17c 5.79 
5.89489 6.02084 6.17999 

21 17d 6.18 
5.97613 5.82275 5.79 

22 17e 6.06 
6.40309 5.66238 6.13342 
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Data fitness plot of stepwise (SW), simulated annealing (SA) and genetic algorithm (GA) is shown in 

figure 2a, 2b and 2c.  

             
Figure 2a: Fitness plot stepwise (SW)                                  Figure 2b: Fitness plot simulated annealing (SA)  

 

 
Figure 2c: Fitness plot genetic algorithm (GA) 

 
Result of the observed and predicted biological activity for the training and test compounds for the 

Model is shown in table 4. The plot of observed vs. predicted activity of training and test sets for 

stepwise (SW), simulated annealing (SA) and genetic algorithm (GA) is shown in figure 3, 4 and 5.  

 
                            a                                                                        b 

Figure 3: predicted activity of training (a) and test (b) sets for genetic algorithm (GA) 
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                                                                   a                                                                   b 

Figure 4: predicted activity of training (a) and test (B) sets for simulated annealing (SA) 
 

 

 
 
                        a                                                                             b 

Figure 5: predicted activity of training (a) and test (b) sets for stepwise (SW) 
 

From the plot it can be seen that kNN-MFA model is able to predict the activity of training set quite 

well (all points are close to regression line) as well as external. Sphere exclusion (SE) algorithm and 

random selection methods were used for constructing training and test sets. kNN-MFA methodology 

with stepwise (SW), simulated annealing (SA) and genetic algorithm (GA) was used for building the 

QSAR models.  

In the present data set, SA-kNNMFA and SW-kNN-MFA method does not result in any predictive 

model. The predictive models were generated with SW-kNN MFA. The most significant model is 

having internal predictivity 72.62% (q2 = 0.7262) and external predictivity 47.06 % (pred_r2 = 

0.4706).  
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